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Parsing

• Monolingual parsing
• Benchmarking for many different languages
• Off-the-shelf models:

• UDPipe
• SyntaxNet

• Cross-lingual parsing
• Usually motivated by a low-resource scenario
• Three main approaches

• Annotation projection (Hwa et al., 2002)
• Model transfer (Zeman and Resnik, 2008)
• Treebank translation (Tiedemann et al., 2014)

• Universal parsing
• A single model for all languages (Ammar et al., 2016)

1



Cross-Lingual Parsing
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Cross-Lingual Parsing
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Cross-Lingual Parsing

Tiedemann (2015) Cross-Lingual Dependency Parsing
with Universal Dependencies and Predicted PoS Labels

• Three methods for cross-lingual dependency parsing
• The impact of not having gold part-of-speech tags
• Reveals weaknesses of delexicalized model transfer
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Universal Parsing

Ammar et al. (2016) Many Languages, One Parser

• Parsing with multiple source and target languages
• Multilingual word embeddings and typological features
• Gain on ”small” languages without loss on ”big” languages
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Need More Data?

Wang and Eisner (2016) The Galactic Dependencies Treebanks: Getting
More Data by Synthesizing New Languages

• Synthesizing treebanks for new (potential) natural languages
• Reorder N- and/or V-dependents in L1 with model trained on L2
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Semantic Parsing

Reddy et al. (2016) Transforming Dependency Structures
to Logical Forms for Semantic Parsing
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Semantic Parsing
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Cross-Lingual Word Embeddings

Vulić (2017) Cross-Lingual Syntactically Informed
Distributed Word Representations

• Cross-lingual UD-parsed corpora (using bilingual lexicon)
• Evaluated on word similarity and bilingual lexicon induction
• Outperforms cross-lingual/no syntax and monolingual/syntax
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Linguistic Typology

Futrell et al. (2015) Quantifying Word Order
Freedom in Dependency Corpora

• Word order freedom = conditional entropy of order given tree
• Test hypotheses about case marking and word order freedom
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Linguistic Typology
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Linguistic Typology

Östling (2015) Word Order Typology through
Multilingual Word Alignment

• Word order study based on Bible translations (986 languages)
• Massively parallel alignment and UD annotation projection
• Evaluation against WALS for a subset of languages
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Is UD really suitable for all it is used for?
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Manning’s Law

The secret to understanding the design of UD is to realize that it is a
very subtle compromise between approximately 6 things:

1. UD needs to be satisfactory for analysis of individual languages.
2. UD needs to be good for linguistic typology.
3. UD must be suitable for rapid, consistent annotation.
4. UD must be suitable for computer parsing with high accuracy.
5. UD must be easily comprehended and used by a non-linguist.
6. UD must provide good support for downstream NLP tasks.

It’s easy to come up with a proposal that improves UD on one of
these dimensions. The interesting and difficult part is to improve
UD while remaining sensitive to all these dimensions.
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Questions?
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